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Company Values & Vision

Here at QQ Trend, the following five principles have guided us:
Company Values & Vision

Contact o Freedom
o Global Mindset
o Data is our horizontal

o Leave It Better Than We Found It

o The Q is for Quality
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QQ Trend Ltd.

e |nvestors
e Clients

* Working with us
(https://blog.qgtrend.com/values/)



What is hard about MT
* Why multiple parts/data
*Looking at the parts

* Open-source/data projects
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* For professional translators

* NMT, word embeddings, latest
tokenizers, latest dictionaries, ...

* Enforce style, terminology, ...

SENTIENCE

HUMAN INSPIRATIONSMAEACHINE INTELLIGENCE.




* Ambitious...
* Trados at the high-end
* Google Translate et al at the low-end

SENTIENCE

HUMAN INSPIRATIONSMAEACHINE INTELLIGENCE.




Machine
Translation
IS
Hard






coup =~ blow, hit, bang
de ~> 0Of, to, from

foudre ~ lightning




1. Read/hear
2. Internalize, using context
3. Write/speak



Mrs.Suzuki Is a great teacher!
BRI ATV RAEL

Mr.Suzuki Is a great teacher!



* Gisting
* Perfectly accurate translation

e Professional translation



* Gisting
* Perfectly accurate translation

e Professional translation

“How accurately does the
candidate text convey the
semantics of the source text?”
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For autoimmune diseases, although it is
an injection, anti-integrin antibodies such
as Entivio (Takeda Pharmaceutical Co.,
Ltd.) and Ethorolizumab (Roche, Phase
l1I) can also compete.



In the field of autoimmune diseases,
Injectable anti-integrin antibodies such as
Takeda's Entyvio (currently marketed) and
Roche's etrolizumab (Phase 3) are
potential competing drugs.



Al

BoOREEETIE. F5HEITIEHINTYTFoEA (BREES. £/H) OV
27 (A a. 7xz—XIl) cWofim1r 75 ) UREBIREICHED 5 5,

For autoimmune diseases, In the field of autoimmune
although it is an injection, anti- diseases, injectable anti-integrin
integrin antibodies such as Entivio antibodies such as Takeda's
(Takeda Pharmaceutical Co., Ltd.) Entyvio (currently marketed)
and Ethorolizumab (Roche, Phase and Roche's etrolizumab
lID) can also compete. (Phase 3) are potential
competing drugs.
* Readability
* Accuracy

e Usefulness
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https://www.theatlantic.com/technology/archive/2
018/01/the-shallowness-of-google-
translate/551570/

(en-fr, de-en, zh-en)

Douglas Hofstadter, a professor of cognitive science and
comparative literature at Indiana University at Bloomington



It's almost Irresistible for people to presume
that a piece of software that deals so fluently
with words must surely know what they
mean.

(Douglas Hofstadter)



NMT: one sentence at a time

target language output

suis etudiant —

source language input target language input




NMT: slightly less simplified

8 layers

A

—v—)- Attention

Source: google paper, arxiv.org/pdf/1609.08144




One more motiviating example...

SREERIZCEB E ..

Suzuki CEO according to...



One more motiviating example...

SREERIZCEB E ..

According to Mr. Hiromi Suzuki, CEO, ...



In other words...

Context
Context

Context



*|In the cloud, or offline?

* Mobile or desktop or web app?
e Cross-platform?

 Computer language?

* Essential tools/libraries?

e| Icenses?



*|n the cloud, or offline?

* Mobile or desktop or web app?
* Cross-platform?

 Computer language?

* Essential tools/libraries?

e| Icenses?
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B2 [N-nc]| && [N-nc]| %&£ [N-nc]| T [P-k]|
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Using: https://github.com/rakuten-nlp/rakutenma



OFFLINE TRAINING ONLINE TRAINING

user corrections

tokenizer training

Also Q7/Q7K, other normalization



Stop words, word embeddings



Stop words

*This Is a problem with English.

*This is a problem with the English



This Is a problem with
English.

www.engames.eu



This Is a problem with
the English.




Text Generation

Cat sat mat.



Word Embeddings

Consistency matters

S0, we generate our own



LSTMs




LSTMS

e 27 characters?
50K words? More? Less?

*8000 chars for Chinese?
*2100 chars for Japanese?



Unknown words

* UNK

* UNK-A, UNK-B, ...

* Q-UNK-h, ...
e Abbreviations
* Proper Nouns



LSTMSs In JavaScript

TensorFire

https://tenso.rs/



Using TensorFire

1. Prepare our data

2. Train an LSTM model in Keras(tensorflow)

3. Conversion script (TensorFlow — TensorFire)
4. Load that binary model in our application

5. Make predictions from JS



LSTMSs In JavaScript

TensorFire
https://tenso.rs/

TensorFlow JS
https://js.tensorflow.org/



Data Sources

Dictionaries
8
Semantic Networks



Disambiguation

T HiL &
If Sony: Kenichiro Yoshida
If TV Asahi: Shinichi Yoshida



Open Source/Data Projects

(Always liberal licenses: MIT or CC-BY)

*qgNLP

* Multilingual semantic network
e Company database

e Bad examples
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